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Abstract

To study human aging is an enormous challenge. The complexity of the aging phenotype and
the near impossibility of studying aging directly in humans oblige researchers to resort to models
and extrapolations. Computational approaches offer a powerful set of tools to study human aging.
In one direction we have data-mining methods, from comparative genomics to DNA microarrays,
to retrieve information in large amounts of data. Afterwards, tools from systems biology to reverse
engineering algorithms allow researchers to integrate different types of information to increase our
knowledge about human aging. Computer methodologies will play a crucial role to reconstruct the
genetic network of human aging and the associated regulatory mechanisms.
© 2003 Elsevier Ireland Ltd. All rights reserved.
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1. Introduction

Aging is an intrinsic age-related process of loss of viability and increase in vulnerability
(Comfort, 1964). Studying human aging has two major difficulties: the complexity of the
aging phenotype with its widespread changes and pathologies associated with chronological
age and the near impossibility of performing in vivo studies. Consequently, most researchers
resort to models that may or may not be accurate representations of the human aging process.
So, to understand human aging is an enormous challenge, not only due to the complexity
inherent to aging but also since our hypotheses are based on extrapolations and our theories
will have to be tested indirectly.
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It is not surprising then that human aging remains a mysterious process. We still cannot
answer the most important questions: why do species age at different paces? What deter-
mines the rate of aging? How can we distinguish causes from effects of aging? What changes
occur in an adult human being to make the chances of dying duplicate approximately every
8 years? In the end, why do we age? So far, we already know several genes that modulate
rate of aging in animals, such asp66shc (Migliaccio et al., 1999), but optimistically, only
a few in humans such as the progeroid genes responsible for Werner’s (Yu et al., 1996)
and Hutchinson–Gilford’s syndromes (Eriksson et al., 2003). Yet these genes alone show
the extraordinary influence of genetic mechanisms on aging. Just discovering more genetic
players in the human aging process would be a major breakthrough.

Scientific discovery has always been limited by the available technologies. Given the
modern methods to gather huge amounts of data, such as the recent genome sequencing
efforts (Lander et al., 2001; Venter et al., 2001; Waterston et al., 2002), computational
methods offer a powerful set of tools to help understand the aging process and its genetic
network (reviewed inLuscombe et al., 2001; Yaspo, 2001). In this article, our objective
is to focus on computational tools that may be useful for the study of human aging by:
(1) data-mining methods, such as comparative genomics, phylogenetic footprinting, and
DNA microarrays, that may be employed to gather information about aging; (2) in silico
methodologies aimed at interpreting information, such as algorithms to understand complex
networks, that may be useful to model the genetic network of human aging.

2. Data-mining methods

Computational data-mining approaches are particularly appropriate in areas with much
data but few explanations, such as gerontology. If researchers can find patterns in data to
perceive information, then information may enhance our knowledge over aging. The goal
of applying computational data-mining approaches is to extract useful information from
large amounts of data by employing mathematical methods that should be as automated as
possible.

2.1. Comparative genomics of aging

Having the human genome offers the digital genetic code that is the source of aging
while having several fully sequenced genomes offers data-mining opportunities to decipher
that code. Since genomes had a common ancestor, every base pair in each organism can
be explained as a combination of the ancestral genome with evolution, and so comparing
different genomes is a powerful way to analyze and interpret genome sequence. Compar-
ative genomics allows researchers to, for instance, discover new genes, assign function to
unknown genes, and gather information on protein interactions (reviewed inWei et al.,
2002; Ureta-Vidal et al., 2003).

Early studies using the several available microbial genomes already showed how compar-
ative genomics can be used to gather information about gene function (reviewed inYaspo,
2001; Wei et al., 2002). One method involves determining the presence or absence of proteins
across several genomes to build a phylogenetic profile for each one. Functionally related
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proteins are expected to have similar profiles and thus can be grouped together, giving hints
on the function of several unknown proteins (Pellegrini et al., 1999). Another approach to
find functionally related proteins involves a “Rosetta stone” analogy. In brief, if the ho-
mologues of a pair of proteins in an organism are found fused into a single protein chain
in another organism’s genome, it can be used to infer a functional interaction (Marcotte
et al., 1999a). Lastly, more detailed comparisons may be performed. In one example, the
DNA repair proteins ofEscherichia coliandSaccaromyces cerevisiaewere compared to the
entire sets of protein sequences of several fully sequenced genomes. Multiple alignments of
the protein families found were constructed using algorithms such as ClustalW (Thompson
et al., 1994). This method allowed an identification of novel enzymatic and DNA-binding
domains involved in repair, as well as an improved view on the evolution of repair systems
and how these depend on environmental conditions and the cell’s physiology. By identify-
ing domains with disrupted functional motifs, researchers can also predict proteins without
enzymatic activity (Aravind et al., 1999).

It may be possible to discover novel proteins involved in aging through phylogenetic
profiles using as reference, for example, proteins involved in progeroid syndromes. In addi-
tion, many different organisms exhibit extraordinary similar aging phenotypes at radically
different paces. For example, some primates such as baboons (Bronikowski et al., 2002) or
rhesus monkeys exhibit a similar aging process to humans but twice as fast and mice age
25–30 times faster than humans do (Finch, 1990); on the other hand, whales appear to age
slower than humans (George et al., 1999). These observations are independent of environ-
mental conditions, suggesting that genetic factors are largely responsible for rate of aging
in mammals (Miller, 1999; de Magalhaes, 2003). Although different rates of aging may
also be due to metabolic rates, these alone do not explain the variety in mammalian rates
of aging (Austad, 1997). Eventually, it will be possible to compare whole sets of protein
families across mammalian species with different rates of aging in hope of finding some
sort of correlation, for example, in the form of expanded or contracted protein families.

Since the digital core of information from which aging arises is ultimately knowable
(Hood, 2003), comparative genomics offers an accessible set of tools to study aging in hu-
mans. The major limitation in applying the described methodologies to mammals is the need
for several fully sequenced genomes, which should occur within a reasonable future. For
example, expansion and contraction of protein families in mice—mostly reproduction, im-
munity, and olfaction—do not suggest any involvement with aging (Waterston et al., 2002).
Yet with the prospect of having several fully sequenced mammalian genomes within the next
few years—namely, human, mouse, rat, chimpanzee, rhesus macaque, cow, pig, and dog
genomes (http://www.genome.gov/page.cfm?pageID=10002154)—comparative genomics
offers a powerful approach to study human aging.

2.2. Transcriptional regulation of aging

One of the major discoveries of the sequencing of the mouse and human genomes is
the extraordinary genetic similarity between mice and humans. According to the latest
projections, mice share roughly 99% of the total number of human genes (Waterston et al.,
2002), and some scientists argue that humans and their close relatives, e.g. chimpanzees,
have the same set of genes (for example,Wade, 2001). Recent evidence indicates that
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alterations in transcription discriminate humans from other primates, not different genes
(Enard et al., 2002). It appears that the genes may well be very similar in humans and
other animals, but they are used or transcribed differently and the way they are transcribed
determines the differences between humans and other animals (Hood and Galas, 2003;
Levine and Tjian, 2003). Therefore, transcriptional regulation may be a key in mammalian
aging, as already suggested (Roy et al., 2002; Hood, 2003).

Transcriptional regulation is a complex process that only recently began to be under-
stood (reviewed inArnone and Davidson, 1997; Fickett and Wasserman, 2000). Importantly,
transcriptional regulation is also digital in nature. It is located in the non-coding genetic
sequence, largely in the form ofcis-regulatory sequences that are critical in development
and cellular differentiation. These regulatory sequences are specific targets of transcription
factors (TFs) that, together with proteins that bind them, control gene activity. Since tran-
scriptional regulation is located in the genetic information, bioinformatics is also attempting
to tackle regulatory networks.

One promising computational tool for the identification and characterization of regulatory
regions is phylogenetic footprinting (reviewed inHardison et al., 1997; Pennacchio and
Rubin, 2001; Ureta-Vidal et al., 2003). As with comparative genomics, the principle behind
phylogenetic footprinting is that regulatory regions tend to be conserved across different
species. One example of how phylogenetic footprinting can be used involves the stem cell
leukemia (SCL) gene. Briefly, clones containing the human, mouse, and chickenSCLgene
were sequenced. Comparing human and mouse sequences revealed several homology peaks,
a subset of which corresponded to previously knownSCLenhancers. Chicken sequences
corresponding to human–mouse peaks identified a conserved non-coding region with no
known functions. Using a transgenic reporter assay, it was possible to characterize that
region as a new neural transcriptional enhancer (Gottgens et al., 2000). In other experiments,
phylogenetic footprinting has been used in the discovery of mammalian regulatory elements
of genes such as Bruton’s tyrosine kinase,�-globin (Hardison et al., 1997), and interleukins
4, 5, and 13 (Loots et al., 2000). With the availability of more genomes, phylogenetic
footprinting should gradually become more powerful (for example,Hardison et al., 1997).

Since TFs bind specific sequences, it is possible to find putative transcription factor
binding sites (TFBS) in genome sequence through computational algorithms (reviewed in
Stormo, 2000; Ohler and Niemann, 2001; Pennacchio and Rubin, 2001). One major problem
with putative TFBS identified by computational methods, and to a lesser degree, in phy-
logenetic footprinting, is the presence of false positives. Experimental verification is often
necessary. In addition, TFs in metazoans often interact with each others, making it difficult to
find the complete set of regulatory interactions. To minimize this problem, more efficient al-
gorithms, or combination of algorithms, can search clusters of TFBS or TFBS conserved be-
tween mouse and human sequence (Wagner, 1999; Levy and Hannenhalli, 2002). Although
these methods are becoming increasingly efficient, the true power of putative TFBS detec-
tion emerges when taken together with other types of data, as will become apparent ahead.

The principle in studying transcriptional regulation may also involve a comparative bi-
ology approach in an attempt to understand why different mammals age at different rates.
Only instead of searching genes, we would be searching regulatory sequences. The impor-
tance of transcriptional regulation should not be underestimated. For example, as much as
40% of human TFBS are not functional in rodents (Dermitzakis and Clark, 2002). Using
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phylogenetic footprinting it may be possible to find the TFs that control key genes involved
in aging while detecting putative TFBS may help us gather hints about mechanisms of
aging. If indeed the differences in rate of aging are due to subtle transcriptional differences
amongst mammals, then the study of transcriptional proteins and regulatory sequences will
be relevant for aging research. In other words, if aging and cancer can be seen as the cor-
ruption of the genetic program, then the study of transcriptional regulation might allow
researchers to understand why it becomes corrupted with age.

2.3. DNA microarrays

DNA microarrays based on the quantification of mRNA levels are a growing technology
(reviewed inLockhart and Winzeler, 2000). Although the correlation between mRNA and
protein levels is not always linear (Gygi et al., 1999), DNA microarrays have the technolog-
ical edge over proteomics and protein microarrays (reviewed inPandey and Mann, 2000;
MacBeath, 2002) due to their capacity to produce large amounts of gene expression data
from different conditions in relatively little time. The principle is that changes in mRNA
levels between different conditions also reflect changes in the system under study and often
at a protein level.

Studies of complex processes in yeast have showed the power of DNA microarrays by
measuring mRNA levels for practically every yeast gene. One experiment attempted to
relate the gene expression program to the sequence of events in sporulation by measuring
gene expression att = 0, 0.5, 2, 5, 6, 7, 9, and 11.5 h during sporulation. By grouping genes
according to their expression profiles during sporulation, it was possible to find functional
links and provide clues about the function of previously uncharacterized genes. Clustering
of gene expression patterns allowed hints about the function of hundreds of genes and,
for example, a 10-fold increase in the number of identified genes that participate at the
middle stages of sporulation. DNA microarrays have also become crucial to understand
transcriptional regulation. In the same experiment, consensus sequences for theUSR1tran-
scriptional regulator were found by computational approaches upstream of the start codon of
many genes clustered according to expression patterns. These results allowed an association
between a temporal pattern of gene expression, a stage in sporulation, and a transcriptional
regulator with its respective regulatory sequence. The role of the Ndt80 TF was also investi-
gated through either ectopically expressing Ndt80 or eliminating it. In theory, this approach
can be used to find nearly every gene regulated by a TF under the experimental conditions
used, though false negatives may exist since genes are often controlled by multiple TFs.
Together with analysis of putative Ndt80 binding sites, this work allowed the identification
of several genes presumably controlled by Ndt80 (Chu et al., 1998).

Clustering genes with similar expression patters with age may allow researchers to find
functional links. Yet the objective in applying DNA microarrays to study aging is to relate
the gene expression program with the sequence of events of the aging process in hope
that will allow us to determine the regulation of aging. One major problem is that, unlike
yeast sporulation, the aging process may not be programmed. Others have suggested that
age-related changes in gene expression are deleterious for they represent a shift from what is
assumed to be a young pattern (for example,Lee et al., 1999; Jiang et al., 2001). Yet instead
of indicating causes of aging, gene expression profiles as animals age may represent the
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tissue’s response to aging. For instance, if aging derives from damage accumulation, then
gene expression patterns will change with age as a response to damage. Therefore, due to
the unique and unclear basis of aging, data obtained from gene expression patterns must be
carefully interpreted. For example, one study on cellular senescence found disparate changes
in gene expression between two different cell types despite the same telomere-dependent
mechanism. Yet up-regulated senescence-specific genes showed chromosomal clustering
between both cell types, leading to the suggestion that chromatin changes are involved in
cellular senescence (Zhang et al., 2003). It is clear that changes occur in human cells as we
age, but gene expression profiles may only reflect a response to those changes rather than
the changes themselves.

One important application of DNA microarrays for the study of aging would be to find
markers of aging. For example, DNA microarray analysis of malignant lymphomas has
proven useful in detecting genes that can be employed to classify and predict the prognosis
of tumors (reviewed inSchwaenen et al., 2003). Finding gene expression patterns capable
of serving as indicators of how aged an animal or a human is would prove useful for
research. For instance, if the recent advances in sequencing power are anything to go by,
then in 10 years we may be able to sequence a human genome in 1 day (for example,Hood,
2003). Having a method to measure biological aging would allow us to calculate the pace of
aging in individuals and possibly find clues about the genetic players that modulate the aging
process. Even now, such method would allow us to compare, for example, single-nucleotide
polymorphisms amongst individuals with different paces of aging.

Other technical variants and applications of DNA microarrays exist (reviewed inLockhart
and Winzeler, 2000). One powerful technique for the understanding of transcriptional reg-
ulation is genome-wide location analysis (reviewed inWyrick and Young, 2002). In yeast,
the technique involves a DNA microarray with the complete set of yeast intergenic regions.
DNA enriched with an antibody against the TF of interest is labeled and hybridized against
the microarray revealing which promoters, and often which genes, are regulated by the TF.
This technique has also been used to study the E2F TF family in human cells using a selection
of about 1200 human promoter sequences. Several genes were identified as potentially acti-
vated by E2F, including many genes with no previous connection to E2F (Ren et al., 2002).

Applying genome-wide location analysis to study aging is a potentially powerful ap-
proach not only in understanding cellular senescence but also the aging process. It could
shed light on what genes are regulated by TFs suspect of participating in aging—for ex-
ample, the redox-regulated TFs such as AP-1, Sp1, and NF-�B (Lavrovsky et al., 2000).
Furthermore, it could help elucidate the roles of these and other TFs at different ages. For
instance, understanding which genes are activated at different ages byp53could help clarify
p53’s role on aging and cancer mechanisms. Of course, we may face the same problem of
finding responses to aging rather than causes. If genes do not exist to cause aging, then nei-
ther do regulatory sequences. Yet these respond to stimulus and if these responses change
during aging then finding them may help understand what causes aging.

When applying DNA microarrays to the study of aging we face the problem of how to
focus on human aging. It appears difficult to obtain data on gene expression at different
ages for humans using longitudinal studies. One idea could be to use cross-sectional studies.
Although such studies are obviously biased by the variability amongst individuals (Hofer
and Sliwinski, 2001), if done on a sufficient number, cross-sectional studies may prove useful
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(Weindruch et al., 2002). Of course, cross-sectional studies appear the only solution to study
long-lived animals, such as whales or turtles, and they have already been employed to study,
for example, rhesus monkeys (Kayo et al., 2001). Therefore, at least using longitudinal
studies, we are likely to depend on model organisms.

Studying aging in animals has the additional problem of having to deal with several differ-
ent cells types—over 200 in vertebrates (Alberts et al., 1994). As far as we know, aging can
be caused simultaneously in all tissues, it can be a result of changes in a particular organ, or it
can even involve different genetic programs at different tissues. Indeed, previous studies al-
ready indicated that gene expression profiles are specific for the aging process of each organ
(reviewed inWeindruch et al., 2002). Interpreting gene expression profiles in multicellular
organisms is a difficult problem, which will rely on having a substantial amount of data from
different tissues to allow researchers to isolate which age-related gene expression changes
are passive effects, causes, or responses to aging. Techniques for measuring tissue-specific
gene expression have been applied toCaenorhabditis elegans(reviewed inReinke, 2002)
and could be employed in mammals to discriminate tissue-specific age-related gene ex-
pression changes. One example is the use of laser capture microdissection. Lastly, different
forms of data-analysis, such as chromosomal clustering (Zhang et al., 2003), may reveal
information that is otherwise unobvious.

In conclusion, DNA microarrays may provide much data and even information for the
study of aging. The great advantage of DNA microarrays is that it is not necessary to know
which genes are important in the process under study. Large amounts of age-related gene
expression data from different tissues of, for instance, mice, would prove an invaluable
resource for the study of aging. At present, microarray databases, such as Standford’s
(Sherlock et al., 2001), already contain a few datasets regarding aging (reviewed inJennings
and Young, 1999). With time, researchers can hope to have the age-related transcriptome
of different tissues from several model organisms.

3. Modeling human aging

Computational methods offer several data-mining tools, as previously mentioned, and
an exponentially increasing amount of data (Table 1). To understand biological systems,
the amount of data needed is colossal because biological systems are intrinsically complex
with diverse, often multifunctional, elements that interact in non-linear ways (Toussaint
et al., 1991). In turn, data and information can be analyzed and interpreted by way of
computer and mathematical methods to create models that are easier to study than biological
systems. Ultimately, these models allow us to increase our knowledge about the process
under study. If we could simulate, for instance, cellular senescence in silico, it would be a
major development. Yet the grail of gerontology is the reconstruction of the genetic network
of human aging: the identification of the causal structure of the aging process’s gene network.

3.1. System structure and identification

Uncovering a complex process such as human aging will depend on the employment of
both computational tools and experimental approaches. The integration of these two forms
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Table 1
List of major databases and bioinformatics websites and selection of databases that may be useful to gerontologists

Name Website

Major databases and bioinformatics websites
EMBL http://www.embl-heidelberg.de/
EMBL’s genome browser http://www.ensembl.org/
European Bioinformatics Institute http://www.ebi.ac.uk/
NCBI http://www.ncbi.nlm.nih.gov/
TIGR http://www.tigr.org
USCS Genome Bioinformatics http://genome.ucsc.edu/

Databases useful to gerontologists
Baltimore Longitudinal Study of Aging http://blswww.grc.nia.nih.gov/
BodyMap http://bodymap.ims.u-tokyo.ac.jp/
GeneCards http://bioinformatics.weizmann.ac.il/cards/
HPRD http://www.hprd.org
Protein Data Bank http://www.rcsb.org/pdb/
SAGE KE database of genes/interventions http://sageke.sciencemag.org/cgi/genesdb
Swiss-Prot http://www.us.expasyorg/sprot/
Telomere Database http://www.genlink.wustl.edu/teldb/index.html

of information requires a systems biology approach (reviewed inIdeker et al., 2001a; Kitano,
2002a,b). Systems biology is based on information, e.g. the quantification of a gene prod-
uct, obtained from a given biological system under different genetic and/or environmental
conditions. Information is then mathematically treated to construct a model that explains
the system. For example, insights into the regulation of galactose use (GAL) in yeast have
been obtained through systems biology. To study theGAL pathway, mRNA and protein
data were obtained from yeast strains under different environmental and genetic condi-
tions. Exemplifying, strains were examined each with a differentGALgene deleted. Using
previously known protein–protein and protein–DNA interactions, previous models of the
GAL pathway, and the new data, it was possible to build an integrated physical-interaction
network for over 300 genes. Several putative interactions were also identified through gene
expression analysis combined with TFBS scans or simply by searching genes with corre-
lated expression profiles. New regulatory phenomena were also proposed, some of which
later experimentally verified (Ideker et al., 2001b).

Applying systems biology to study human aging is not straightforward. The accuracy
and detail of a model is dependent on how much data we can gather in how many different
circumstances (Selinger et al., 2003). From a mathematical perspective, we can imagine
modeling aging as mapping the rules that make a young organism old. If a large number of
genes are involved in the process, as it appears likely, then a large number of measurements
are necessary to understand the rules governing those genes. The duration of aging even in
animal models makes aging a difficult subject of study when compared to, for instance, yeast
sporulation. In addition, a major limitation to study aging in humans or model organisms,
such as mice, is the relatively small amount of ways to change aging (Table 2). Therefore,
and since our understanding of the aging process is still in its infancy, modeling human aging
will have to be accomplished in phases. The first phase must be the identification of the
elements involved in the human aging process, possibly with knowledge about interactions
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Table 2
Major perturbations of the aging phenotype in mice and potential perturbations of human aging

Name Perturbation Reference

Mice
Ames dwarf Homozygous mice show over 50%

increases in life-span.
Brown-Borg et al., 1996

Caloric restriction Delay of the aging process. Weindruch and Walford, 1988
GHR (growth hormone receptor) Increase in life-span of 40–50% in

homozygous knock-outs.
Coschigano et al., 2000

Ghrhr (growth hormone
releasing hormone receptor)

Life-span increase of about 20% in
homozygous knock-out mice.

Flurkey et al., 2001

IGF-1R (insulin-like growth
factor receptor)

Heterozygous mice live 26% longer
than wild-type.

Holzenberger et al., 2003

klotho Possible accelerated aging phenotype
of homozygous knock-outs.

Kuro-o et al., 1997

p53 Heterozygous mutant mice display
signs of accelerated aging.

Tyner et al., 2002

p66shc Roughly 30% increase in life-span in
−/− mice.

Migliaccio et al., 1999

Snell dwarf mice Life-span increase of 42% in
homozygous mice.

Flurkey et al., 2001

Telomere dysfunction and
ATM deficiency

Possible accelerated aging in double
mutant mice.

Wong et al., 2003

urokinase-type plasminogen
activator

Roughly 20% increase in life-span of
transgenic mice.

Miskin and Masos, 1997

XPD (xeroderma
pigmentosum, group D)

Possible accelerated aging phenotype
due to homozygous mutation.

de Boer et al., 2002

Humans
CKN1 (Cockayne Syndrome Type I) Possible accelerated aging due to

mutation.
Henning et al., 1995

WRN (Werner Syndrome gene) Premature aging due to recessive
mutation.

Yu et al., 1996

LMNA (lamin A) Possible premature aging due to
dominant mutation.

Eriksson et al., 2003

between them. In addition, we must attempt to learn more about the structure of the aging
process. For instance, does aging derive from damage accumulation, programmed gene
expression changes, changes in DNA structure, or some other process?

Experimental approaches have already proven useful in identifying a few genes that
may be involved in human aging. The new computational tools described earlier will be
determinant to find novel genes involved in aging. DNA microarrays, in particular, are
a powerful approach. For example, studying cellular processes such as stress response
and DNA repair may help us gather clues about functional interactions between proteins
suspect of being involved in aging (Table 2) and previously uncharacterized proteins. If
indeed certain progeroid syndromes in both mice and men are cases of accelerated aging,
then finding new functional links involving these proteins is a promising approach. Also,
large-scale gene expression profiles of aging animals may help clarify the structure of the
aging process, something that has so far eluded researchers.
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3.2. System-level perturbations in model organisms

As we identify the elements of the aging process we can attempt to predict its progress
by perturbing each component of the system. Due to the duration of human aging, model
organisms will play a critical role. Namely, perturbations of aging in model organisms by,
for instance, genetic interventions will be crucial to obtain the amount of data necessary to
understand aging. Another type of perturbation results from evolution and the way several
species have different rates of aging.

The major problem of using animal models is that the genetics of aging in model organ-
isms may or may not be similar to the genetics of aging in humans. For example, mutations
in the mouse homologue to the Werner’s syndrome gene have no visible effect on their
aging process (Lombard et al., 2000; Wang et al., 2000). One critical paradox in studying
aging is that as we move across evolution in search of models closer to humans, these have
increasingly longer life spans, making them increasingly more difficult and expensive to
study. For example, studying genetic perturbations is much easier inC. elegansthan in mice,
but genes found in mice have more chances of being successfully extrapolated to humans
than genes found inC. elegans. Although studies in, for instance, invertebrates will continue
to yield putative genes involved in human aging (for example,Tower, 2000; Hekimi and
Guarente, 2003), we must have a coherent view of aging mechanisms in several species,
including mammals, before we can extrapolate conclusions to human aging.

Model organisms have already given useful insights on biological complexity and on
the organization and dynamics of the aging process. Some successful work using DNA
microarrays has been done inDrosophila melanogaster(for example,Zou et al., 2000), C.
elegans(for example,Lund et al., 2002), and mice (for example,Lee et al., 1999, Cao et al.,
2001; Jiang et al., 2001; Miller et al., 2002). Interestingly, some of the studies employing
DNA microarrays on mice also studied caloric restriction and/or life-extending mutations
(for example,Lee et al., 1999; Cao et al., 2001; Miller et al., 2002). If the mechanisms of
aging are similar amongst mammals, as it may be the case (de Magalhaes and Toussaint,
2002), then mammalian aging is a combination of the basic mechanisms of aging, metabolic
rates, and species-specific traits. Gene expression studies comparing different primates as
well as different rodents have already been used to identify species-specific patterns of
expression (Enard et al., 2002). Performing such studies using a temporal resolution of
aging, at least in rodents, would allow us to determine the progression of gene expression
as animals age, thus helping us find common responses to aging or even causative factors
in mammalian aging.

If aging and development are two independent processes (for example,Miller, 1999), it
is also important to identify the changes in animals before vulnerability starts to increase.
In other words, to identify what changes occur prior to the sexual peak that make aging
commence. If we aim to develop ways to stop aging, then this is the question we must ask, not
what changes drive senescence in adulthood. Therefore, gene expression changes prior to
the increase of age-related vulnerability may reveal important clues about the aging process,
though care must be taken to discriminate such changes from developmental changes.

Although we focus on mRNA quantification and genomics, other data can be gathered
such as protein studies (for example,MacBeath, 2002), metabolic fluxes (for example,
Nielsen, 1998; Strohman, 2002), and even the study of age-related changes or clinical
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Fig. 1. (A) Basin of attraction of a random Boolean network with six attractors. The attractors (center) are the
outcome of the system—for instance, an attractor can be a step in cellular differentiation, a phenotype, even a
disease—while the wiring represents biological connections with their own rules describing the level of interaction.
Each state can represent, for example, gene activity. Particularly useful for modeling cellular or even yeast cell
cycles, Boolean networks also take into account the robustness of biological systems where small perturbations to
one state may not affect the general outcome, which is in accordance to what we know about aging—for instance,
many diseases accelerate mortality without affecting rate of aging. (B) Cellular automata, or cells, are computer
simulations that try to model nature and life by employing a single set of rules. This image shows the network
wiring between two time-steps for a large number of cells (n = 400, on the perimeter), highlighting just one cell.
Although these methods are somewhat rough ways of portraying life, they can be much useful in understanding
the dynamics and organization of complex genetic networks such as aging. Images generated using DDLAB by
Andy Wuensche:http://www.santafe.edu/∼wuensch/.

features of aging (for example,Mitnitski et al., 2002). The aim is to obtain as much data
as possible under as many different conditions to help explain the observed differences.
For example, metabolic control analysis may be applied to study metabolic fluxes in ani-
mals under caloric restriction and ad libitum-fed controls. Studying what metabolites differ
between controls and caloric restricted mice may contribute to our understanding of aging.

3.3. Reconstructing the genetic network of human aging

Eventually, we would like to create models that allow us to control the aging process. Due
to the limitations on gathering data about aging, great accuracy in describing human aging
will be impossible in the near future. Therefore, we propose Boolean networks to define
the genetic network of human aging. Simple mathematical descriptions such as Boolean
networks classify gene interactions as 1 or 0 (Kauffman, 1993). Given the large amounts of
genes presumably involved in a complex process such as aging, Boolean networks offer a
simple and accessible way to model the genetic network of aging. Although they fail to take
into account genes at intermediary levels and are sometimes seen by biologists as inaccurate,
Boolean networks make it easy to model complex networks from large amounts of data
(Fig. 1 for an example). Given the complexity of the aging phenotype, Boolean networks
appear as a realistic way to simulate the genetic network of aging within a reasonable
future. A Boolean model of human aging would already be incredibly useful for medicine
in predicting potential anti-aging interventions.

http://www.santafe.edu/~wuensch/
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Several algorithms have been proposed to reconstruct the genetic network of complex
processes based on DNA microarray data (D’Haeseleer et al., 2000; Wahde and Hertz, 2000;
Wagner, 2001; de la Fuente et al., 2002; Yeung et al., 2002). Unfortunately, these statistical
approaches require amounts of data unrealistic for the present status of aging research.
In addition, DNA microarray data will probably be obtained from model organisms, not
humans. Therefore, the greatest challenge in reconstructing the genetic network of aging will
be to integrate data coming from different sources, e.g. DNA microarrays and mutagenesis
experiments in model organisms, cellular senescence, and genomics, into one coherent
framework, as suggested by others (Jazwinski, 2002; Kirkwood et al., 2003; Hood, 2003).

As mentioned, gene expression data must be combined with other sorts of information,
e.g. TFBS prediction, in order for us to understand a system. For example, in one experiment,
regulatory motif pairs were used together with gene expression data to study the synergism
between them. This approach allowed the identification of novel motif combinations regu-
lating transcription and the modeling of regulatory networks in yeast (Pilpel et al., 2001). If
indeed transcriptional regulation plays a key role in aging, then both data-mining strategies
to find the relevant transcriptional information and the integration of DNA microarray data
from model organisms, such as mice, are crucial. In another example of data integration,
researchers combined protein information from experimental data, phylogenetic profiles,
correlated mRNA expression levels, and patterns of domain fusions—involving the “Rosetta
stone” analogy method—for practically allS. cerevisiaeproteins. The result was the dis-
covery of 93,000 functional links between proteins which allowed them to assign function
to a previously uncharacterized protein family, a yeast homologue of human colon-cancer
genes, and the yeast prion Sup35 (Marcotte et al., 1999b). In the end, modeling human aging
will require multiple approaches with several feedback loops. To reconstruct the genetic
network of human aging we need a strategy integrating the discovery of the genes involved
with systematic perturbations of aging (Fig. 2).

4. Conclusion: is it possible to reverse engineer human aging?

Reverse engineering is “the process of analyzing a subject system to identify the system’s
components and their interrelationships and create representations of the system in another
form or at a higher level of abstraction.” (Chikofsky and Cross, 1990). To reverse engineer
human aging would be to reconstruct the genetic network of aging; to find the mechanisms
by which a human becomes old and find how to delay and perhaps even reverse the aging
process. In practice, reverse engineer of aging would allow us to predict which genes actively
regulate rate of aging and eventually what genes could we target to delay human aging and
postpone age-related pathology and degeneration.

In theory, it is possible to reverse engineer a complex process (D’Haeseleer et al., 2000).
Yet given the, previously mentioned, limitations in studying human aging, we find it unlikely
that the genetic network of aging will be understood in detail within a near future. The
number of experiments required to fully understand a complex phenotype such as aging
is at present beyond our technology (Wagner, 2001; Krupa, 2002). Yet just finding a few
more genes involved in aging would be a major breakthrough; as it would be to understand
the structure of the aging process. Indeed, others have claimed long ago how the goal of
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Fig. 2. Understanding the genetic network of human aging is based on two general phases: (1) identifying the
genetic players involved; (2) systematically perturbing aging and elements/pathways suspect of being involved in
aging of model organisms by, for instance, genetic interventions (for example,Case, 2003); the integration of results
allows us to continually improve our models. A variety of experimental and computational approaches can be used
for both aims. Through genetic manipulations, gene expression studies can help discover novel genes involved
in aging as well as clarify the role of genes under study. Databases too can be used by, for instance, comparative
genomics, to find potential genetic players affecting aging. Comparative genomics can also be used to assess if
genes found in model organisms may play a role in human aging. Cellular studies can be useful, for instance,
in conjunction with animal models to investigate specific cellular processes. Lastly, studies on transcriptional
regulation may be employed to investigate the regulatory signals affecting the genes in question as well as find
new elements involved in aging. Color indicates large-scale databases. Arrows indicate the flow of information.

gerontology should be to discriminate causes from effects of aging and find the one or few
physiological processes that control aging (Medawar, 1955). Although aging is a complex
process that involves many genes and pathways, different genes influence aging, directly or
indirectly, in different ways. In fact, the recent history of the analysis of complex processes
shows that even in the most complex of processes we are likely to find key controlling
nodes (Risch, 2000; Kitano, 2002b). Both in practice (Migliaccio et al., 1999) and in theory
(Wagner, 2001), it appears possible to locate such nodes in human aging. Even if we cannot
reconstruct the entire genetic network of aging, locating a few key regulatory processes
would be invaluable. For example, if we could develop a draft Boolean model of what
genes determine rate of aging in primates, it would allow us a better understanding of human
aging and possibly the identification of potential therapeutic targets; optimistically, such
findings would open the path for the development of ways to delay age-related pathology
and senescence.

New tools provide new goals. Until recently, it was unthinkable to attempt to identify all
genes involved in aging. Yet the modern high-throughput technologies allow us to consider
the possibility of defining most if not all players involved in aging as well as how they



138 J.P. de Magalhães, O. Toussaint / Ageing Research Reviews 3 (2004) 125–141

interact to form the aging process. Eventually, we will be able to predict the effect of each
gene on the aging process.
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